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Abstract

We presentexperimentalevidencethat
providing naive usersof a spolen dia-
loguesystemwith immediatehelp mes-
sageselatedo theirout-of-corerageut-
terancesmprovestheir succes# using
the system. A grammatbasedrecog-
nizer anda StatisticalLanguageModel
(SLM) recognizerare run simultane-
ously If thegrammatbasedrecognizer
suceedsthe lessaccurateSLM recog-
nizer hypothesiss not used. Whenthe
grammatbasedrecognizerfails andthe
SLM recognizeproduces recognition
hypothesisthisresultis usedby the Tar
getedHelp agentto give the userfeed-
back on what was recognized,a diag-
nosisof whatwasproblematicaboutthe
utteranceanda relatedin-coverageex-
ample. The in-coverageexampleis in-
tendedto encouragalignmentbetween
userinputs and the languagemodel of
the system.We reporton controlledex-
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perimentson a spolen dialoguesystem
for commandandcontrolof asimulated
robotichelicopter

1 Intr oduction

TamgetedHelp makes use of userutteranceghat
are out-of-caverageof the main dialoguesystem
recognizerto provide the user with immediate
feedbacktailoredto whatthe usersaid,for cases
in which the systemwas not able to understand
theirutteranceThesemessagesanbemuchmore
informative thanrespondingdo theuserwith some
variant of “Sorry | didn’t understand”which is
the behaiour of mostcurrentmixed initiative di-
aloguesystemsProviding relevanthelpmessages
is a non-trivial problemwith mixed initiative sys-
tems. Thereis a muchwider rangeof utterances
thatthe usercould sensiblysayto a mixed initia-
tive systematary give pointin adialogue.In ad-
dition sincethe systenmustdetermineratherthan
dictatethedialoguestatethereis uncertaintyabout
the context in which help needsto be given. Our
TametedHelpapproaclis aimedataddressinghis



problemusinginformationthatcanreasonablye
extractedfrom imperfectinput.

To implementTargetedHelp we usetwo rec-
ognizers: the Primary Recognizelis constructed
with grammatbasedanguaganodelandthe Sec-
ondary Recognizerused by the Targeted Help
moduleis constructedvith a StatisticalLanguage
Model (SLM). As partof a spolen dialoguesys-
tem, grammarbasedrecognizersunedto a do-
main performvery well, in fact betterthancom-
parableStatisticalLanguageModels (SLMs) for
in-coverageutterancegKnightetal.,2001). How-
ever, in practiceuserswill sometimesproduceut-
teranceghatareout of coverage.Thisis particu-
larly true of non-epertusers,who do not under
standthe limitations and capabilitiesof the sys-
tem,andconsequentlyproducea muchlower per
centageof in-coverageutteraceshanexpertusers.
The Tamgeted Help stratgy for achiering good
performancewith a dialoguesystemis to usea
grammatbasedlanguagemodel and assistusers
in becomingexpert as quickly as possible. This
approachtakesadwantageof the strengthsof both
typesof languagemodelsby usingthe grammar
basedmodel for in-coverageutterancesand the
SLM aspartof the TargetedHelp systemfor out-
of-coverageutterances.

In this paperwe report on controlled experi-
ments testingthe effectivenesof animplementa-
tion of TamgetedHelpin amixedinitiative dialogue
systemto controla simulatedrobotichelicopter

2 SystemDescription

2.1 The WITAS Dialogue System

Targeted Help was deplg/ed and testedas part
of the WITAS dialoguesystem, a commandand
control and mixed-initiatve dialoguesystemfor
interactingwith a simulatedrobotic helicopteror
UAV (UnmannedAerial Vehicle) (Lemonet al.,
2001). The dialoguesystemis implementedas
a suite of agentscommunicatinghoughthe SRI
Open Agent Architecture (OAA) (Martin et al.,
1998). The agentsinclude: NuanceCommuni-
cationsRecognizer(Nuance,2002); the Gemini
parserandgeneratofDowding etal., 1993)(both

'see http://wwv. ida.liu. se/ext/wtas

and http://wwe csli.stanford. edu/ sem ab/
W tas

using a grammardesignedfor the UAV appli-
cation); Festval text-to-speechsynthesizel(Sys-
tems, 2001); a GUI which displaysa map of
the areaof operationand shaws the UAV’s loca-
tion; the DialogueManagerLemonetal., 2002);
the RobotControl and Reportcomponentwhich
translateccommandsand queriesbi-directionally
betweenthe dialogueinterfaceandthe UAV. The
Dialogue Managerinterleares multiple planning
and execution dialogue threads(Lemon et al.,
2002).

While the helicopteris airborne,an on-board
actie vision systemwill interpretthe scenebe-
low to interpretongoingevents,which maybere-
ported(via NL generation}o the operator The
robot cancarry out variousactvities suchasfly-
ing to a location, fighting fires, following a ve-
hicle, and landing. Interactionin WITAS thus
involves joint-actvities betweenan autonomous
systemand a humanoperatar Theseare activ-
ities which the autonomoussystemcannotcom-
pletealone,but which requiresomehumaninter-
vention (e.g. searchfor a vehicle). Theseacti-
ties are specifiedby the userduring dialogue,or
canbeinitiated by the UAV. In ary case,a major
componenbf thedialogue andaway of maintain-
ing its coherenceis trackingthe stateof current
or plannedactvities of the robot. This systemis
sufficiently comple to sene asagoodtestbedor
TamgetedHelp.

2.2 The TargetedHelp Module

The TamgetedHelp Module is a separateeompo-
nent that can be addedto an existing dialogue
systemwith minimal changego accomodatehe
specificsof the domain. This modular design
malesit quiteportable anda versionof thisagent
is in fact being usedin a secondcommandand
control dialogue system(Hockey et al., 2002a;
Hockey et al., 2002b). It is aguedin (Lemon
and Cavedon, 2003) that “low-level” processing
componentsuchasthe TaigetedHelp moduleare
animportantfocusfor future dialoguesystemre-
search. Figure 1 shaws the structureof the Tar
getedHelp componentndits relationshipto the
restof thedialoguesystem.

Thegoalof the TamgetedHelp systemis to han-
dle utterancesthat cannotbe processecby the
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usualcomponent®f the dialoguesystem,andto
aligntheusersinputswith thecoverageof thesys-
temasmuchaspossible.To performthis function
the TargetedHelp componenimustbe ableto de-
terminewhich utteranceso handle,andthencon-

struct help messageselatedto thoseutterances,

whicharethenpassedo aspeeclsynthesizerThe
moduleconsistf threeparts:

e theSecondarRRecognizer
e theTamgetedHelp Activator,

e theTamgetedHelp Agent.

The TamgetedHelp Activator takes input from
both the main grammatbasedrecognizerandthe
backupcategory-basedSLM recognizer It uses
this input to determinewhen the TamgetedHelp
componenshouldproducea messageThe Acti-
vator's behaior is asfollows for the four possible
combinationof recognizeoutcomes:

1. Both recognizergyet a recognitionhypothe-
sis:
TamgetedHelp remainsinactive; normaldia-
loguesystemprocessingroceeds

2. Main recognizemgetsa recognitionhypothe-
sisandsecondaryecognizerejects:
TametedHelp remainsinactive; normaldia-
loguesystemprocessingroceeds

3. Main recognizerrejects, secondaryrecog-
nizer getsa recognitionhypothesisand sec-
ondaryrecognizerhypothesiscan be parsed
(rare):
normaldialoguesystenprocessingontinues
usingthe secondaryecognizeoutput

4. Main recognizerrejects, secondaryrecog-
nizer gets a recognition hypothesis and
secondaryrecognizerhypothesiscannotbe
parsed
TametedHelpis activated

5. Bothrecognizerseject:
TamgetedHelpis notactivated,defaultsystem
failuremessagés produced

Once TamgetedHelp is activated, the Targeted
Help Agent constructsa messagebasedon the
recognitionhypothesisrom the secondarySLM
recognizer Thesemessagearecomposemf one
or moreof thefollowing pieces:

What the systemheard: a reportof the backup
SLM recognitionhypothesis.

What the problemwas: a description of the
problemwith the users utterance(e.g. the
systemdoesnt know aword); and

What you might sayinstead: A similar in-

coveragesxample.



In constructingooththe diagnosticof the prob-
lemwith the utteranceandthein-coverageexam-
ple, we arefacedwith the questionof whetherthe
informationfrom the secondaryecognizeiis suf-
ficientto produceusefulhelpmessagesSincethis
domainis relatvely novel, thereis not very much
datafor trainingthe SLM andthe performancee-
flectsthis. We have designedhrule basedsystem
thatlooksfor patternsn the recognitionhypothe-
sisthatseemto be detectecadequatelyeven with
incompleteor inaccurataecognition.

Diagnosticsareof threemajortypes:

e endpointingerrors,
e unknavn vocaklulary,
e subcatgorizationmistales.

We found from an analysisof transcriptsthat
thesethreetypesof errorsaccountedor the ma-
jority of failed utterancesEndpointingerrorsare
case®of oneor theotherendof anutterancéeing
cutoff. For example,whenthe usersays“search
for thered car” but the systemhears‘for thered
car”. We useinformationfrom the dialoguesys-
tem’s parsinggrammaiwhichhasidenticalcover
ageto its speechrecognizer}o determinavhether
the initial word recognizedfor an utteranceis a
valid initial word in the grammar If not, the ut-
terancds diagnosedsa caseof theuserpressing
the push-to-talkbuttontoo late andthe systenmre-
portsthat to the user’ Out-of-vocalulary items
thatcanbe identified by TamgetedHelp arethose
that arein the SLM’s vocalulary but are out of
coveragefor thegrammartasedecognizeandso
cannotbe processedy the dialoguesystem.For
theseitemsTargetedHelp producesa messagef
theform “the systemdoesnt understandhe word
X",

Saying“Zoom in on thered car” whenthe sys-
tem only hasintransitive “zoom in” is an exam-
ple of asubcatgorizationerror In thesecaseshe
word is in-vocahulary but hasbeenusedin a way

2while this problemmayseenpeculiarto theuseof push-
to-talk, in factusing anotherapproachsuchasopenmicro-
phonesimply introducesdifferent endpointing(and other)
problems Whatever systems emplo/ed,userswill still need
tolearnhow it worksto performwell with the system.

that is out-of-grammar This is not simply a de-
ficiengy of the grammar In this case,for exam-
ple, zoomingin on a particularobjectis not part
of the functionality of the system. To diagnose
subcatgorization errorswe consultthe recogni-
tion/parsinggrammarfor subcatgorizationinfor-
mation on in-vocalulary verbsin the secondary
recognizerhypothesisthen checkwhat elsewas
recognizedo determindf theright agumentsare
there. For thesetypesof errorsthe systempro-
ducesa messageuchas“the systemdoesnt un-
derstandheword X usedwith theredcar’. These
diagnosticareonesubstantie differencefromthe
approachusedin (Gorrell etal., 2002). The sim-
ple classifierapproactusedin thatwork to select
examplesentencesvould not supportthesetypes
of diagnostics.

In constructingexamplesthataresimilar to the
users utteranceone issueis in what sensethey
should be similar  One aspectwe have looked
atis usingin-coveragewordsfrom the users ut-
terance. It is likely to help nave userslearn
the coverageof the systemif the examplesgive
them valid usesof in-coveragewords they pro-
ducedin their utterance By usingwordsfrom the
users utterancethe systemprovides both confir-
mationthatthosewordsarein coverageandanin-
coveragepatternto imitate. We believe that this
leadsto greaterlinguistic alignmentbetweenthe
userandthe system. Anotheraspectof similar
ity that we suspectis importantis matchingthe
utterancedialogue-mue type (e.g. wh-question,
yes/no-questioncommand)otherwisethe useris
likely to be misledinto thinking that a particular
typeof dialogue-mue isimpossiblan thesystem.

Looking for in-coveragewordsis fairly robust.
Evenwhenthe userproducesan out-of-coverage
utterancethey are likely to produce some in-
coveragewords. The TamgetedHelp agentlooks
for within-domainwords in the recognitionhy-
pothesisromthesecondansLM recognizerThis
gives us a set of tamget words from which to
matchthe exampleto the dialogue-mue type of
theusers utterancewh-questionyn-questionan-
swer or command.

Furthermorefor commandgwhich arealarge
percentageof the utterances)we use the in-
coveragewordsto produceatamgetedin-coverage



examplethatis interpretabldy thesystem.These
examplesare intendedto demonstratenow in-

vocalulary wordsfrom the backuprecognizeihy-

pothesiscould be successfullyusedin commu-
nicating with the system. For example, if the
usersayssomethinglike “fly over to the hospi-
tal”, where“over” is out-of-coverage andthefall-

backrecognizedetectedhewords“fly” and“hos-
pital”, the TamgetedHelp agentcould provide an
in-coverageexamplelike “fly to thehospital”. For

theotherlessfrequentutteranceaypeswe have one
in coverageexample per type. The systemcur

rently usesa look-up table but we hopeto incor

porategeneratiorwork which would supportgen-
erationof theseexampleson thefly from a list of

in-coveragewords(Dowding etal., 2002).

3 Designof Experiments

In orderto assesshe effectivenesof thetargeted
help provided by our system,we comparedthe
performanceof two groupsof users,onethatre-
ceivedtamgetedhelp,andonethatdid not. Twenty
membersof the StanfordUniversity community
wererandomlyassignedo oneof thetwo groups.
Therewerebothmaleandfemalesubjectsthema-
jority of subjectswerein their twentiesandnone
of the subjectshad prior experiencewith spolen
dialoguesystems.The structureof theinteraction
with the systemwas the samefor both groups.
They were given minimal written instructionon
how to usethe systembeforethe interactionbe-
gan. They werethenasled to usethe systemto

completefive tasks,in which they directeda heli-

copterto move within a city ervironmentto com-
pletevarioustask orientedgoalswhich weredif-

ferentfor four of the five tasks. For eachtaskthe
goalsweregivenimmediatelyprior to the startof

the interaction,in languagehe systemcould not
procesgo prevent usersfrom simply readingthe
goalaloudto thesystem A giventaskendedvhen
oneof thefollowing criteriawasmet:

1. the task was accuratelycompletedand the
userindicatedto thesystenthatheor shehad
finished,

2. theuserbelievedthatthetaskwascompleted
andindicatedthis to the systemwhenin fact
thetaskwasnotaccuratelycompletedpr

3. theusergave up.

The first andlast of the sequencef five tasks
werethecritical trialsthatwereusedto assesper
formance.Both of thetaskshadgoalsof theform
“locate an x andthenland at the y” The experi-
mentwasconductedn asinglesessionAn exper
imenterwas presentthroughout,but whenasled
sherefusedo provide ary feedbaclor hintsabout
how to interactwith thesystem.

As statedabove, the critical differencebetween
thetwo groupsof userswasthe feedbackhey re-
ceved during interactionwith the system.When
the usersin the No Help conditionproducedout-
of-coverageutteranceshe systenrespondeanly
with a text display of the message'not recog-
nized”. In contrastwhenusersin the Help condi-
tion producedout-of-coverageutteranceshey re-
ceived in-depthfeedbacksuchas: “The system
heardfly betweerthe hospitaland the school, un-
fortunately it doesnt understandly when used
with the words betweenthe hospital and the
school. You couldtry sayingfly to the hospital’

We hypothesizedhat: 1) providing Targeted
Help would improve users’ ability to complete
tasks(HIGHER TASK COMPLETION); and2) time
to completetaskswould be reducedfor usersre-
ceving Tamgeted Help (REDUCED TIME). We
also anticipatedthat both effects would be more
marked in the first task than in the fifth task
(LARGER EARLY EFFECT).

4 Experimental Results

We found clear evidencethat targeted help im-
proves performancen this ervironment,asmea-
suredby both the frequeng with which the user
simply explicitly gave up on a task,andthe time
to completeheremainingtasks.In thissectionwe
presenthe statisticalanalysef the experiment.
For the following analysedwo subjects,both in
the No Help condition, were excluded from the
analysedecausehey gave up oneverytask,leav-
ing 9 userdn eachof thetwo helpconditions.Ex-
ceptionsarenoted.

We bagin by examiningthe percentagef trials
in which usersexplicitly gave up on ataskbefore
it wascompleted We comparedhe percentagef
trials in which the userclicked the “give up” but-



tonin bothtasksfor usersin bothhelpconditions.
As predicted,a 1-within (Task), 1-between(Help
condition)subject’ANOVA revealedamaineffect
of the help condition (F1(1,16)=6.000,p<.05).
Userswho recevedtaigetedhelpwerelesslikely

to give upthanthosewhodid notreceve help,par

ticularly during the first task (11%vs. 27%). If

we includethe two subjectsin the No Help con-
dition who gave up on every taskthe differenceis

evenmorestriking. For thefirst taskonly 11% of

theuserswho receved helpgave up, comparedo

45% of the userswho did not receve help. The
patternholds up even if we includethe threein-

terveningfiller trials alongwith the experimental
trials,asdemonstratetly a pairedt-testitem anal-
ysis (t(4) = 7.330,p<.05). Thosewho receved
helpwerelesslikely to explicitly give up evenon

thiswider variety of tasks.

We next examinethetime it took usersto com-
pletetheindividual tasks. Hereit is necessaryo
be clearaboutwhatis meantby “completion’ It
is moreambiguoughanit may seem. Eachtask
had several sub-goals,and it was even difficult
to objectiely evaluatewhethera single subgoal
hadbeenmet. For instancethe goal of the first
taskwasto find a red car nearthe warehouseand
thenland the helicopter Userstendedto indicate
thatthey hadfinishedassoonasthey sav thered
car, failing to land the helicopteras the instruc-
tionsspecified. Anothercommonsourceof ambi-
guity waswhenthe usersaw the car on the map
but never broughtit up in the dialogue, simply
landingthehelicopterandclicking “finished” The
problemwith thisis thatthereis no way of know-
ing whetherthe useractually sav the car before
clicking finish, and therewas no explicit record
thatthey were aware of its presence.For all tri-
als the experimenterevaluatedthe task comple-
tion, recordingwhat was doneandwhat wasleft
undone. Accordingto the experimenterin most
casesof potentialambiguity the basic goal was
completed.In a few instanceshowever, the user
indicatedbelief thatthe taskhadbeencompleted
whenit obviously hadnot. An exampleof this is
thefollowing: Thegoalspecifiedvasto find ared
car nearthe warehouseandthenland. The user
flew the helicopterto the police station,andthen
clicked “finished; endingthetask. We dealtwith

the ambiguity problemby analyzingthe time to

completiondataseparatelyaccordingto two dif-

ferentinclusioncriteria. In both caseghe pattern
wasthe same:Userswho receved helptook less
time to completetasksthanthosewho did not, the
first tasktook longerto completethanthelastone,
andthe differencebetweenthe help and no help
conditionswasmoremarked on thefirst taskthan
onthelastone.

In the first analysiswe included all trials in
which the userclicked the “finished” button, re-
gardles®f theiractualperformanceSubjectsvho
failed to completeone of the two critical tasks
(tasksl and5) were excludedfrom the analysis.
We useda 1-within (Task),1-betweenHelp con-
dition) subjectsANOVA. For task 1, 89% of the
trials in the Help conditionand 55% of the trials
in the No Help wereconsideredcompleted. For
task5, 100%of thetrialsin theHelp conditionand
80% of the trials in the No Help conditionwere
considered'completed. The analysisrevealeda
mauginally significantmaineffect of thehelpcon-
dition (F1(1,11)= 3.809,p<.1), a main effect of
task(F1,11=62.545p <.001)andahelpcondition
by task interaction(F7(1,11)=10.203p < .05).
The effectswerein the predicteddirection. Users
whorecevedhelptooklesstimeto completadasks
thanthosewho did not (290.4secondsss. 440.6
seconds) the first task took longerto complete
than the last one (365.5secondsrs. 220.4 sec-
onds),andthedifferencebetweerthe helpandno
help conditionswasmoremarked on thefirst task
than on the last one (150.2 seconds/s. 94 sec-
onds).Figure2 shavs theseresults.

Onecriticism of this analysisis thatit may in-
cludetrials in which the task objectives were not
accuratelycompletedbefore the subjectclicked
“finished”. We wishedto avoid experimentersub-
jectivity with respectto task completion,so we
conductedanotheranalysisusing the strictestin-
clusioncriterionthe experimentaldesignallowed.
In this analysiswe includedonly thosetrials in
which all task objectives were completedand
couldbeverifiedusingthetranscripts.This meant
thatfor all of thetrialswe included the goalentity
wasexplicitly mentionedn thedialogue.Accord-
ing to this criteriononly 44% of usersin the Help
conditionand 18% of usersin the No Help con-
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dition completedhefirst task. Similarly, 89% of
userdn theHelpconditionand40%of userdn the
No Help conditionaccuratelycompletedhe task.
Althoughthisanalysids conducteansparsalata,
it providesstrongsupportingevidencefor thedata
patternobseredin the morelenientanalysis.

We examinedthetime it took to completetasks
accordingo thestrictcriterion,excludingall other
trials. The ANOVA analysiswasidenticalto the
previous one. lIt, too, revealeda main effect of
help condition(F;(1,3) = 15.438,p<.05),amain
effect of task (F7,3=83.512,p < .01), anda help
condition by taskinteraction(F1(1,3)=20.335p
< .05). Againtheeffectswerein the predicteddi-
rection.Userswhorecevedhelptooklesstimeto
completetasksthanthosewho did not (226.2sec-
ondsvs. 377.5seconds)thefirst tasktook longer
to completethanthe last one (379.9secondsys.
223.75),andthe differencebetweerthe help and
no help conditionswas more marked on the first
taskthanonthelastone(190.4secondws. 112.3
seconds)Theseresultsareshavn in Figure3.

5 Conclusions

We have shawvn thatusershenefitfrom having on-
line TametedHelp. Naive userswho receved
TamgetedHelp messagesvere lesslikely to give
up andsignificantlyfasterto completetasksthan
userswho did not. Overall, thosewho did not
receve help gave up on 39% of the trials, while
thosewho receved our TargetedHelp only gave
up on 6% of the trials. With respectto time,
when we consideredall trials in which the user
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indicatedthat the goal had beencompleted(re-
gardlesf performance)thoseusersvho did not
receve our TamgetedHelp took 53% longerthan
thosewho did. Under stricterinclusion criteria,
which requiredthe usersto explicitly mentionthe
goal andaccuratelycompletethe task, the differ-
encewasevenmorepronouncedThoseusersvho
did not receve help took 67.0%longerto com-
plete the tasksthan thosewho receved our Tar
getedHelp. In both help conditions,performance
improved over the courseof the experimentalses-
sion. However, the advantageconferredby help
merely diminishedand did not disappearduring
thesession.

These findings are remarkablebecausethey
demonstratethat it is possibleto constructef-
fective TagetedHelp messagesven from fairly
low quality secondaryecognition.Moreover, the
studysuggestshatsuchanapproackcanimprove
the speedof trainingfor naive usersandmayre-
sultin lastingimprovementsn the quality of their
understanding.

6 FutureWork

Thiswork suggestsnary interestingdirectionsfor
further research.One areaof investigationis the
contribution of variousfactorsin the effectiveness
of the TargetedHelp messagéor example:

o Whatbenefitis dueto theonlinenatureof the
help?

¢ What benefitis dueto the information con-
tent?



e Whatis therelative contritution of the vari-
ouspartsof the TargetedHelp messagé¢o the
improvementin userperformance.

— Is the diagnosticalonemoreor lessef-
fective thantheexamplealone?

— How muchdoesgettingthebackuprec-
ognizerhypothesidielptheuser?

— Whatis the mosteffective combination
of thesecomponents?

Anotherinterestingdirectionis to look at effec-
tivenessacrosdlifferenttypesof applicationsThe
fact that we found positive resultsin this domain
andthat(Gorrelletal., 2002)alsofounda variant
of TargetedHelp useful on a quite differentdo-
mainsuggestghattheapproacttouldbegenerally

usefulfor a variety of typesof dialoguesystems.

We are currentlylooking at porting our Targeted
Help agentto additionaldomains.
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